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Tolerating bad health research (part 2): still 
as many bad trials, but more good ones too
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Abstract 

Background  We previously published a study examining the risk of bias of a random selection of Cochrane system-
atic reviews. The purpose of our current study is to reassess the risk of bias of a cohort of Cochrane reviewed trials 
to see if our reassessment differs from the original Cochrane assessment and to determine whether the funder, having 
methodological support, or involving a statistician affected the risk of bias.

Methods  We extracted data from 140 of 159 included trials from three countries, the UK, Canada, and Ireland, in our 
original cohort. The 19 remaining trials were excluded for a variety of reasons. We recorded the number of participants 
in the trial, the funder, if a statistician was involved in the trial, if there was any methodological support from a tri-
als unit or clinical research facility, the sponsor, and whether the sponsor was involved in the design or conduct 
of the trial. The risk of bias of the 140 trials was re-assessed using the same tool as that used by the Cochrane authors.

Results  Our judgement of overall high risk of bias was broadly consistent with the original Cochrane authors. The 
proportion of high risk of bias trials remained more or less where it was at 55%, but the proportion of low risk of bias 
trials increased from 9 to 16%. The proportion of unclear risk of bias trials changed accordingly. Compared to the origi-
nal assessments, we judged more studies to be low risk of bias across all domains. The greatest variation was in the 
two blinding categories (participants and personnel; outcome assessor) and ‘other bias’.

Conclusions  More than half of trials in our UK, Canada, and Ireland cohort were at high risk of bias highlighting 
significant challenges in ensuring the integrity and reliability of research findings. Addressing bias in clinical tri-
als is essential to uphold the credibility of scientific research and to ensure that healthcare interventions are based 
on sound evidence, ultimately improving patient outcomes.
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Background
We previously published a study examining the risk 
of bias of a random selection of Cochrane systematic 
reviews published between May 2020 and April 2021 
[1]. Cochrane defines bias as a systematic error or devi-
ation from the truth [2]. Bias can occur at any phase of 
a trial, including study design or data collection, as well 
as in the process of data analysis and publication [3]. 
Biases can lead to under- or over-estimation of the true 
intervention effect and can vary in magnitude: some are 
small (and trivial compared with the observed effect) and 
some are substantial (so that an apparent finding may 
be due entirely to bias) [2]. Bias in reporting can lead to 
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misrepresentation of an intervention’s efficacy, which not 
only alters the public’s perception of the intervention but 
also the collective scientific understanding of its benefits 
and harms.

The link between bias and misrepresenting effect size 
has evidence to support it, although the certainty of that 
evidence varies for different types of bias. A recent sys-
tematic survey of meta-epidemiological studies to inves-
tigate the influence of various risk of bias domains on 
effect estimates found that inadequate random sequence 
generation and allocation concealment lead to an overes-
timate of treatment effects [4]. The certainty for this was 
judged to be moderate. The same authors also judged 
as moderate certainty evidence that a lack of blinding 
of patients leads to an overestimate of patient reported 
treatment effects but were more uncertain regard-
ing other outcomes [4]. There was high certainty that 
unblinded outcome assessors overestimate subjective 
outcomes, but the authors were again uncertain about 
the effect on other outcomes. While uncertainty remains 
regarding the effect of other biases, e.g. the unblinding of 
personnel, data collectors, and data analysts, the authors 
highlight the importance of looking at the impact on out-
comes when analysing the risk that blinding (or lack of it) 
has on a study [4].

Minimising bias should therefore be the goal of all trial-
ists but is a goal often missed. Our earlier study [5] iden-
tified 96 reviews, co-authored by 546 reviewers from 49 
Cochrane Review Groups and included 1659 trials done 
in 84 countries. Of these trials, 1640 had a published risk 
of bias assessment score, determined by the Cochrane 
review authors and 1013 (62%) were judged as high risk 
of bias and 494 (30%) uncertain risk of bias. Only 113 
(8%) were rated as being at low risk of bias. Trials are 
hard to do, and as Hamilton and colleagues point out [6] 
in a response to our original article [5], researchers need 
to weigh up many factors when making design decisions. 
Some bias may remain, and this may be the best that can 
be done for a given trial.

We have presented and discussed our work many 
times since publishing it in 2022 [5], and colleagues 
and fellow methodologists have asked, amongst other 
things, whether the original Cochrane risk of bias 
assessments we used can be relied upon or whether 
there are some types of bias (blinding in particular) 
driving the overall risk of bias assessment. Perhaps 
Cochrane reviewers have been over-zealous? These are 
good questions and, moreover, ones to which we were 
unable to provide compelling answers. Neither were 
we able to respond to Hamilton and colleague’s paper 
[6] without re-visiting the risk of bias assessments. The 
audiences for our talks also asked to what extent the 
funder of a trial influences the risk of bias or the extent 

to which having a methodologist or statistician on the 
trial team was linked to having a low risk of bias trial. 
The latter question about methodologists and statisti-
cians is particularly relevant given that in our earlier 
work we recommended that trials should not be funded 
or given ethical approval unless a trial team had meth-
odological and statistical expertise [5].

The purpose of the current study is to answer the ques-
tions posed by our colleagues for at least a subset of the 
trials included in our original cohort.

Methods
Sample
In our original study [1], we randomly selected up to 
two systematic reviews published between May 2020 
and April 2021 from each of the 53 clinical Cochrane 
Review Groups. To be included, a review had to con-
sider intervention effects rather than being a qualitative 
review or a review of reviews. We extracted data for 1659 
randomised trials spread across 96 reviews from 49 of 
the 53 clinical Cochrane Review Groups. The remain-
ing four Review Groups published no eligible reviews in 
our time period. For our current study, we selected all 
the UK, Irish, and Canadian trials from those included in 
our original study. A trial is considered to be UK, Irish, 
or Canadian if the trial is conducted in that country. In 
principle, we could have chosen trials from any country 
for this study, but we chose these three countries because 
the authors are resident in the UK and Ireland, and we 
included the Canadian trials to provide an international 
perspective.

Data extraction
The risk of bias assessments were done by the original 
review authors in our earlier study [5]. We extracted the 
following additional data from each trial publication: the 
number of participants in the trial, the funder, if a stat-
istician was involved in the trial, if there was any meth-
odological support from a trials unit or clinical research 
facility mentioned, the sponsor, and whether the spon-
sor was involved in the design or conduct of the trial. To 
determine whether a statistician was involved in the trial, 
we first looked to see if a statistician or statistics depart-
ment was mentioned in the trial publication. We then 
checked the authors’ details section to see if any author 
was described as a statistician. If the article reported that 
a particular named author conducted the data analysis, 
we performed a Google search to establish if they were 
a statistician. We did not attempt to contact any study 
authors. All of the information extracted was recorded in 
MS Excel.
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Risk of bias re‑assessment
There were three iterations of our risk of bias reassess-
ment. All reassessments were performed blind, i.e. the 
risk of bias reassessment was conducted independently 
without reference to the original risk of bias assess-
ment. AD initially assessed the risk of bias of three 
trials. Independently of each other, FS and ST con-
ducted a reassessment of the same three trials. This 
identified one discrepancy in the ‘other bias’ domain. 
AD conducted a reassessment of one further trial fol-
lowed by an online meeting over Zoom, between AD, 
FS and ST, which provided an opportunity to address 
emerging issues. It became apparent that without a 
trial protocol to refer to, assessing the selective report-
ing bias domain, particularly for older trials, was chal-
lenging. Therefore, we devised a set of guidelines to 
provide more consistency for our risk of bias reassess-
ment (Table 1). Following this, AD reassessed another 
three trials, and FS independently reassessed the 
same three trials. There was full agreement. AD con-
ducted risk of bias assessments for all remaining trials 
(n = 133). GSH conducted a verification of all of AD’s 
reassessments and recorded discrepancies, along with 
her reasoning in cases of disagreement. In total, there 
were 43 discrepancies, 40 of which arose from a single 
error in reassessment concerning trials with no infor-
mation on blinding (Guideline 2 in Table  1). For vali-
dation, FS conducted a risk of bias reassessment on a 
random sample of 10% of the trials (n = 14) and ST did 
the same for another 10% random sample. Of the tri-
als randomly allocated to FS and ST, one was common 
to both, so a total of 27 trials were reassessed. These 
27 trials were discussed on a Zoom meeting with AD 
to ensure consensus amongst the team. The solu-
tion implemented for any discrepancy was also then 
applied to the remaining 106 trials.

Finally, an overall risk of bias assessment was  con-
ducted following Cochrane risk of bias  guidelines 
[2]. When this was complete, the original risk of bias 
assessments done by the Cochrane review authors 
were added to the spreadsheet to facilitate our analysis.

Results
Our inclusion criteria gave us 113 UK trials, six Irish tri-
als, and 40 Canadian trials. We felt that 159 trials (10% of 
the full original sample) was a reasonable sample to meet 
our objectives but was not so large that we would be una-
ble to do the work within the time and resources we had 
available. Of the 159 trials, we were unable to obtain the 
publications for three UK trials, which reduced our sam-
ple to 156. One hundred and fifty trials had been assessed 
using the original Cochrane risk of bias tool, but nine 
trials were assessed using the new Cochrane ‘RoB2’ tool 
[7]. We excluded these nine trials from our reassessment 
for purely pragmatic reasons: the need for additional 
training for some members of our team to do an RoB2 
assessment. Seven trials included in the reviews were not 
randomised and were excluded. Our final sample was 
therefore 140 trials.

Table  2 provides background information for the 140 
trials included in our study. Most were UK trials (70%), 
and two thirds ran between 2001 and 2020. There was a 
wide range of Cochrane review groups covered by our 
sample, with the largest proportion of trials in the Com-
mon Mental Disorder Group (19.3%). Most trials had 
fewer than 200 participants.

Table  3 compares the original risk of bias judgements 
by the Cochrane review authors to our new risk of bias 
judgements—i.e. low, unclear, and high risk of bias—for 
each of the Cochrane risk of bias domains. Compared to 
the original assessments, we judged more studies to be 
low risk of bias across all domains, which is also reflected 
in the overall risk of bias assessment. Our judgement of 
overall high risk of bias was broadly consistent with the 
original Cochrane authors, but we considered almost 
double the number of studies (22 compared to 12) to 
be overall low risk of bias compared to the original 
Cochrane authors. The situation is not improving and in 
fact the trend in the overall risk of bias over time is for 
an increase in the proportion of high risk of bias trials 
(1990–1999 43%; 2000–2009 59%; 2010–2021 70%).

The number and proportion of differences between our 
assessment and the original assessment for each risk of 

Table 1  Author agreed criteria for the re-assessment of risk of bias

Guideline 1 Selective reporting: If all outcomes listed in the methods section were reported or if all outcomes judged relevant given the trial title 
were reported, the trial would be deemed to have a low risk of bias

Guideline 2 Allocation concealment, blinding and incomplete outcome data: If there was not enough information provided to make a judge-
ment, we categorised as unclear

Guideline 3 Blinding of outcome assessor: It is necessary to consider the type of outcome measure. If the primary outcome was objective, a low 
risk of bias was assigned
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bias domain is shown in Table 4. The greatest differences 
are in the two blinding and the ‘Other bias’ domains.

Of the 49 changes we made from the original overall 
risk of bias domain scores, 28 of them reduced the risk of 
bias compared to the original Cochrane authors while 21 
increased the risk of bias (Table 5).

Obtaining information on the trial sponsor was dif-
ficult with 89% of trials not reporting it. Funding was 
reported for 64% of trials. Of those, 56% were academic/
hospital funded, 35% were charity/foundation funded, 
and 9% were commercial. Fourteen percent (n = 20) had 
methodological support from a clinical trial unit/clinical 
research facility, and 32% (n = 45) had statistical support. 
Small numbers mean the influence of this support on the 
risk of bias (Table 6) is inconclusive.

Discussion
Our original article concluded that most trials were at 
high risk of bias and were, to use our parlance, bad [5]. 
Some insightful questions from colleagues led us to reex-
amine a subset of 140 trials from our article and to do the 
risk of bias assessments ourselves. Having done that, our 
new conclusion is that most trials are bad, but there are 
more good trials than we originally thought. To put this 
into numbers, the proportion of high risk of bias trials 
(bad) remained more or less where it was at 55%, but the 
proportion of low risk of bias trials (good) increased from 
9 to 16%. The proportion of unclear risk of bias trials was 
squeezed accordingly. The situation is not improving over 
time as described in our results and also reflects what we 
found in our original work [1].

Table 2  Tolerating bad health research (part 2): still as many bad trials, but more good ones too

No. of trials 
(n = 140)

Percentage

Country UK 98 70

Canada 37 26

Ireland 5 4

Year trial published 2020–2011 60 43

2010–2001 33 24

2000–1991 20 14

1990–1981 17 12

1980–1971 8 6

1970–1961 2 1

No. of trials per 
review group

Percentage

Cochrane review group(s) Common Mental Disorder 27 19

Incontinence; Bone Joint Muscle Trauma 9 13

Cochrane Developmental, Psychosocial Learning Problems 8 6

Neuromuscular; Effective Practice Care 7 10

Consumers & Communication; Public Health; STIs 5 11

Dementia Cognitive Improvement; Epilepsy; Musculoskeletal; Skin 4 11

Airways; Anaesthesia; Breast Cancer; Colorectal; Oral Health; Schizophrenia 3 13

Acute Respiratory Infections; Back and Neck; Metabolic Endocrine Disorders;  
Multiple Sclerosis; Neonatal; Pain Palliative Support; Stroke; Tobacco Addiction

2 11

Drugs Alcohol; Gynaecological Fertility; Infectious Disease; Lung cancer; Kidney 
Transplants; Work; Wounds

1 5

No. of trials Percentage
No. of participants in the trial 0–99 79 56

100–199 20 14

200–299 12 9

300–399 6 4

400–999 15 11

 > 1000 7 5

Not reported 1 1
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Hamilton and colleagues argued convincingly that 
bad research is not all bad [6] and our positions are not 
so far apart. The perfect trial lives its entire life on paper 
and does not survive the transition from design to real-
ity. Much like the Tooth Fairy, methodologically perfect 
trials are often spoken of but rarely seen. The point we 
made in our original article, and continue to make in this 
one, is that many trials are bad but do not need to be. 
With more methodological and statistical support at the 

design stage, many problems could be fixed fairly easily 
[8]. We acknowledge the compromises that are needed 
to do a trial and that trial teams must often choose from 
options that are less than ideal. But even with these cave-
ats, we feel uneasy when fewer than one in five trials is 
judged to be low risk of bias. That seems like a lot of com-
promise to us.

There are other messages too. Some of our colleagues 
suspected that systematic reviewers struggled with how 
to deal with a lack of blinding when using risk of bias 
tools and our results suggest that they are correct. Issues 
around blinding are a key driver of high risk of bias rat-
ings, and in the current study, we changed almost half of 
all blinding assessments. We looked at blinding together 
with the potential impact on the outcome and out-
come measurement, not just whether there was blind-
ing or not, which seems sensible and is anyway what 
Cochrane guidance recommends. Not all reviewers take 
this approach, and this led to a lot of our changes on the 
blinding domain. That said, it is worth noting that while 
our reassessments increased the number of low risk of 
bias judgements for blinding, we also increased the num-
ber of high risk of bias judgements. As with overall risk of 
bias, it was the number of unclear risk of bias judgements 
that decreased.

Our ‘rules’ for how to score some domains (Table  1) 
led to a consistent approach but also some substantial 
differences between our assessments and the originals 
for the ‘Selective reporting’ and ‘Other’ bias domains. 
Overall, we increased the proportion of trials judged as 
low risk of bias on these domains. We are comfortable 
with the rules we used but the number of changes we 
made does underline the subjective nature of risk of bias 
assessment. It is a process that needs time and discus-
sion, and training.

Despite the subjective nature of risk of bias assessment, 
and the substantial differences between our assessments 
and the originals for some domains, we and the origi-
nal Cochrane authors remained in agreement about the 

Table 3  Original Cochrane authors’ risk of bias assessments and 
our new assessments

Random sequence generation Low Unclear High

Original 80 (57%) 55 (39%) 5 (4%)

New 89 (64%) 49 (35%) 2 (1%)

Allocation concealment Low Unclear High
Original 67 (48%) 68 (49%) 5 (4%)

New 76 (54%) 63 (45%) 1 (1%)

Blinding of participants and personnel Low Unclear High
Original 57 (41%) 35 (25%) 46 (33%)

New 70 (50%) 18 (13%) 52 (37%)

Blinding of outcome assessors Low Unclear High
Original 65 (46%) 45 (32%) 30 (21%)

New 78 (56%) 28 (20%) 34 (24%)

Incomplete data outcome Low Unclear High
Original 81 (58%) 32 (23%) 27 (19%)

New 93 (66%) 21 (15%) 26 (19%)

Selective reporting Low Unclear High
Original 57 (41%) 52 (38%) 29 (21%)

New 105 (75%) 25 (18%) 10 (7%)

Other bias Low Unclear High
Original 52 (53%) 29 (29%) 18 (18%)

New 127 (91%) 1 (1%) 12 (9%)

Overall bias Low Unclear High
Original 12 (8.5%) 47 (34%) 81 (58%)

New 22 (15.7%) 41 (29%) 77 (55%)

Table 4  The number of differences between our judgement and the original judgement

Risk of bias category No. of times judgement was different to original Percentage

Random sequence generation 25/140 18

Allocation concealment 28/140 20

Blinding of participants and personnel 62/138 45

Blinding of outcome assessor 68/140 49

Incomplete outcome data 38/140 28

Selective reporting 54/138 39

Other bias 46/99 47

Overall risk of bias 49/140 35
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proportion of trials that had serious risk of bias problems. 
In other words, this exercise has not overturned our origi-
nal result regarding the proportion of trials we call bad.

Things are less rosy for us when it comes to the char-
acteristics shown in Table 6. We recommended that tri-
als should be neither funded or approved unless there 
was statistical and methodological expertise on the 
team, both of which Hamilton and colleagues disagreed 
with on grounds of the potential for unintended con-
sequences [6]. These authors then raise some sensible 
questions about how such recommendations would be 
implemented. Disappointingly for us, the current study 
was unable to give any sort of meaningful signal that 
trials with statistical and methodological support were 
more likely to lead to trials with lower overall risk of bias. 
Reporting of this information was poor, but still. Based 
on our cohort of 140 trials, it is not possible to say much 
at all about the impact of statistical and methodological 
support. We are also unable to say anything meaningful 
regarding whether funder or sponsor involvement affects 
the overall risk of bias of a trial, again chiefly because of 
incomplete reporting.

Strengths and limitations
We have reassessed risk of bias as a team, and had a sub-
stantial amount of discussion regarding it, and this is a 
strength. We have also directly addressed some ques-
tions that our colleagues raised. They suspected that the 
blinding domain may be a particular concern: we found 
that they were correct. We changed the blinding assess-
ment just under half the time although mostly by shift-
ing assessments out of unclear risk of bias and into either 
high or low risk. This mattered more for outcome asses-
sors than for participants and personnel.

There are limitations too. We have reassessed around 
10% of the original cohort and from just three of the 84 
countries included in the original. Perhaps trials done 
elsewhere may produce different results. That said, we 
would expect the same issues around scoring of blinding 
and think that it is likely that for the remaining 90% of 
trials we would keep the number of trials judged as high 
risk of bias more or less the same, increase the number of 
low risk of bias trials, and reduce the number of unclear 
risk of bias trials accordingly. But that is a guess.

We did not obtain protocols and we did not try to 
contact authors, which are clear limitations. The latter 
limitation may be especially important for risk of bias 
domains highlighted by Wang et  al. [4] as clearly influ-
encing effect estimates (e.g. random sequence generation 
and allocation, and blinding). In some ways, this does 
support one of our earlier recommendations [1] that trial 
teams use a risk of bias tool at design. Trial teams are the 
only people who have every scrap of relevant information 
at their fingertips. Tackling potential problems at design 
would, we still think, increase the number of low risk of 
bias trials and reduce the number judged as uncertain by 
reviewers working with imperfect knowledge, sometimes 
years later.

Implications for practice
Our implications for practice remain the same, and 
though they were never hierarchical, we have reordered 
them taking on board Hamilton et  al.’s comments on 
bureaucracy and the risk of potentially causing more 
paperwork for trial teams.

1.	 Train and support more methodologists and statisti-
cians. If we have the trained personnel to participate 
in trials, we are on the road to success

2.	 Put more money into applied methodology research 
and supporting infrastructure. The trials industry is 
growing every year. We need the infrastructure to 
support them

Table 5  The changes in the overall bias from the original risk of 
bias judgement to our assessment

Reduction in risk of bias No. of times judgement 
was different to original 
(n = 49)

Percentage

High to unclear 14 29

Unclear to low 9 18

High to low 5 10

Increase in risk of bias No. of times judgement 
was different to original 
(n = 49)

Percentage

Low to unclear 3 6

Unclear to high 14 29

Low to high 4 8

Table 6  Other potential influences on trial bias

Risk of bias

Potential influence Low Unclear High Total reported

Statistician involved 12/45
27%

5/45
11%

28/45
62%

45/140
32%

Methodological support 8/20
40%

4/20
20%

8/20
40%

20/140
14%

Both a statistician 
and methodological 
support

5/11
45%

2/11
18%

4/11
36%

11/140
8%
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3.	 Do not fund a trial unless the trial team contains 
methodological and statistical expertise. We have not 
conclusively shown that this benefits the risk of bias 
assessment, but we do believe that having trained 
professionals with experience in design and analysis 
of trials will do more good than harm. This is likely 
to prevent trial results not being fit for purpose and 
prevent research waste

4.	 Do not give ethical approval for a trial unless the 
trial team contains methodological and statisti-
cal expertise. We understand Hamilton et  al.’s con-
cerns, and we do not suggest a formal assessment of 
qualifications takes place or that someone is named 
as a methodologist simply to tick a box. Each ethics 
committee has an ethics form. It would be possible 
to have a section there where the chief investiga-
tor details the methodological and statistical train-
ing and experience within the team and their role in 
the trial design in a few sentences. What is written 
in that section would only be a discussion point if 
the ethics committee was concerned about potential 
design problems

5.	 Use a risk of bias at trial design stage. We stand by 
this suggestion. Trial teams need to consider the risk 
of bias at the design stage, when there is an opportu-
nity to reduce bias before it becomes entrenched

Conclusion
Many trials are high risk of bias (bad), and they do not 
need to be. Despite the subjectivity of risk of bias assess-
ments, both our team and the original Cochrane authors 
largely agreed on the prevalence of serious bias in trials. 
However, our reassessment revealed a higher proportion 
of good trials than previously thought. Moving forward, 
continued dialogue, training, and methodological rigour 
are essential for improving the quality and reliability of 
clinical trials. Nevertheless, it remains concerning that 
fewer than one in five trials are deemed to have low risk 
of bias, highlighting the need for improvement.
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